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Executive Summary 
 
Objective: Adapt power consumption profile to application and system needs, minimize energy 
consumption. 
 
The goal of this research was to build and demonstrate a capability in hardware (processors-
memory) and software for management of power resources, and explore its tradeoff against speed, 
accuracy and throughput requirements. The emphasis of this project was as much on utilization of 
the most power efficient architectural and software techniques as on their coordinated management 
across hardware and software levels. Through a coordinated management of power-control knobs 
from compiler to architectural and micro-architectural strategies we were able to achieve a range of 
power adaptation versus performance needs. However, instead of only leveraging on low power 
design approaches used in the embedded world and building on our own previous research on 
adaptive system software, we were also able to investigate power adaptation at the hardware and 
software levels [4]. The ultimate goal was to automatically adapt power consumption and 
performance so that the same hardware could deliver high performance at the cost of increased 
power consumption, or bring power consumption to levels below those characterizing modern 
embedded systems at as minimal a cost to performance as possible. Automatically conforming to a 
time-varying available power profile was also sought.  In order to achieve this goal, we took  a 
synergistic approach to micro-architecture and compiler design. We simultaneously tackled both 
the static aspects of the problem as well as the dynamic (adaptive) aspects starting from a 
comprehensive study, to better understand, document and characterize the interactions between 
algorithms, compilers as well as hardware, with respect to power consumption.   
 
Overall Goals of the Compiler-Controlled On-Demand Approach to Power-Efficient Computing 
(COPPER) project can thus be summarized as 
1. Adapt power consumption profile to application and system needs 
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2. Minimize energy usage via architectural means whenever possible 

 
Approach:  
 
To understand the scope of power management at our disposal, we took a bottom-up view of the 
system ranging from underlying micro-architectural components to middleware and application 
software. Based on our exploration, we focussed on three key elements in order to achieve the 
above goals: 

1. Architectural and Micro-architectural Power Smarts 
l “Power-aware” elements and their VLSI implementation 

2. System Interfaces: Device, Compiler and OS 
l Compiler- and OS-level performance/power contracting and scheduling 
l ADL-driven architectural interfaces 

3. Compiler Strategies for Power Management 
l Compiler-directed architectural “configuration” 
m generate “configuration code” embedded in the application 
m code “adapts” to new architectural organization at runtime 

l Power-use Estimation for Compiler Control 
m static analyses to select “optimal” configuration 
m static or dynamic prediction methods 

 
In terms of micro-architectural components/modifications, we have identified the most promising 
architectural techniques for power-management  that may be used with or without hardware 
enhancements.  
Compiler control in identification and selection of adaptive architectural mechanisms as well as its 
coordinated execution by the runtime system is crucial to ensure machine usability and optimality 
of   power/performance tradeoffs. To achieve this goal, we also explored semantic retention 
techniques that enable compilers to determine memory-specific application characteristics such as 
access patterns, memory footprint, detect array references that cause memory conflicts. An 
adaptive machine definition (ADL) model has been developed that would be used for power-aware 
simulator generation. For application-level power management for power aware computing 
communications (PAC/C)  (specifically we worked on the unmanned arial vehicles[UAV] and 
NASA/JPL applications) we worked with the Integrated Management of Power Aware Computing 
and Communication Technologies (IMPACCT) and JPL (Jet Propulsion Laboratory) teams and 
have defined API’s for OS/real-time interaction.  
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Summary of Accomplishments 
 

The work performed in this project targeted both high-performance and embedded processors and 

fell into the following major areas: 

1. Energy optimization of instruction caches 

2. Energy optimization of data caches 

3. Dynamic energy management for a time-varying available power profile 

4. CAD support for architectural and energy modeling 

 

The following sections summarize the major accomplishments in each area. 

Instruction Cache Optimization 

Instruction cache typically consumes 12-15% of the total processor energy.   In this project several 

new cache designs have been proposed which can significantly reduce the energy consumption. 
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Predictive Instruction Filter Cache  

A small and energy efficient filter cache can be placed between the CPU and the instruction cache 

to provide the instruction stream. There is, however, a loss of performance when instructions are 

not found in the filter cache.  We proposed a prediction technique to reduce the performance loss 

associated with a filter cache in a high performance processor. It dynamically predicts whether the 

next fetch address will miss in the filter cache. In case a miss is predicted, the miss penalty is 

reduced  by accessing the instruction cache directly. Experimental results show that the prediction 

technique reduces performance penalty by more than 91% and achieves an  82% energy-efficiency. 

Average instruction cache energy savings of  31% are achieved with a 1% performance degradation. 

Decode Filter Cache  for Embedded Processors  
In embedded processors, instruction fetch and decode can consume up to 40% of processor power. 

Power savings can be achieved at either the fetch stage by storing instructions in a smaller filter 

cache or at the decode stage by caching  the decoded instructions. 

We proposed a small decode filter cache to provide decoded instruction stream. On a hit in the 

decode filter cache, the fetch from the instruction cache and the subsequent decode are eliminated, 

resulting in significant power savings in both instruction fetch and instruction decode. The 

efficiency of the decode filter cache is further improved by classifying the instructions into 

cacheable or non-cacheable, depending on the decoded widths. In addition, a prediction mechanism 

is used to reduce the decode filter cache miss penalty. Experimental results show 50% more power 

savings than an instruction filter cache and average 34% reduction in processor power with less 

than 1% performance degradation. 

Integrating I-cache Way Predictor and Branch Target Buffer to Reduce Energy 
In a set-associative cache, power savings can be achieved by accessing one cache way 

speculatively. There is performance degradation when the speculation is not correct.  We proposed 

a Branch Target Buffer (BTB) design to reduce energy dissipation in set-associative instruction 

caches and to minimize performance loss. The functionality of a BTB is extended by caching way 

predictions in addition to branch target addresses. Way prediction and branch target prediction are 

done in parallel. Instruction cache energy savings are achieved by accessing only one cache way if 

the way prediction for a fetch is available.   The best BTB configuration shows a 74% energy 

savings on average in a 4-way set-associative instruction cache and the performance degradation is 
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only 0.1%. When the instruction cache energy and the BTB energy are considered together, the 

average energy-delay product reduction is 65%. 

 

Power-Efficient Instruction Fetch Architecture for Super-Scalar Processors 
An instruction cache of today’s super-scalar processor delivers four or more 32b instructions every 

clock cycle and usually has a high  degree of associativity. The required I-cache organization has a 

high energy consumption, somewhere between 10 to 20% of the total processor power.  Not all of 

the simultaneously fetched instructions in a cache line are used by the processor due to branches.  

This research proposed a predictor-based instruction fetch mechanism. It determines which of the 

instructions in a given cache lines will be actually used and fetches only these useful instructions. It 

has no detrimental effect on performance.  Using this approach results in a 17% reduction in the I-

cache power consumption, on average, for an I-cache with a 16B line.  For a 32B line the average 

savings are 33%.  The additional power required by the predictor is very small.  

Dynamic L0 Instruction Cache with History-based Prediction 
A small Level 0 (L0) cache on top of a traditional L1 cache has the advantages of shorter access 

time and lower power consumption. The downside of a L0 cache is possible performance loss in 

case of cache misses. We analyzed the L0 instruction cache miss patterns and have proposed an 

effective L0 instruction cache management scheme through history-based prediction. For 

SPEC2000 benchmarks, the prediction hit rate is as high as 99% and the average hit rate is more 

than 93%. Compared to other L0 instruction cache management schemes, the new scheme 

eliminates more than 95% of the performance degradation in L0 caches while maintaining the 

energy advantage as shown by a lower energy-delay product. 

Data Caches Energy Optimization 

Data caches, although organized differently from instruction caches, consume about the same 15% 

percent of total energy.   The number is even higher for embedded processors.   However, fewer 

techniques exist for addressing this problem.   Some of our work has been very successful in this 

area. 

Data Cache Energy Reduction Through Way-Determination  
Modern processors use data caches with higher and higher degrees of associativity in order to 

increase performance. A set-associative data cache consumes a significant fraction of the total 
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energy budget, especially in embedded processors. We proposed a technique for reducing the D-

cache energy consumption and showed its impact on energy consumption and performance. The 

technique utilizes cache line address locality to determine (rather than predict) the cache way prior 

to the cache access. It thus allows only the desired way to be accessed for both tags and data. The 

design has no impact on performance and, given that it does not have mis-prediction penalties, it 

does not introduce any new non-deterministic behavior in program execution. 

The proposed mechanism is shown to reduce the average L1 data cache energy consumption in 

embedded processors running the MiBench benchmark suite for 8, 16 and 32-way set-associate 

caches by, respectively, an average of 66%, 72% and 76%. These results were obtained with simple 

scalar and watch simulators.  The absolute energy consumption savings from this technique 

increase significantly with associativity.  
 
The proposed mechanism is shown to reduce the average L1 data cache energy consumption for 2, 

4 and 8-way set-associate caches in high-performance processors by 33%, 51% and 60%, 

respectively, for SPEC95 benchmarks.  

Reducing Data Cache Energy Consumption via Cached Load/Store Queue 
High-performance processors use a large set-associative L1 data cache with multiple ports. As 

clock speeds and size increase such a cache consumes a significant percentage of the total 

processor energy. We proposed a method of saving energy by reducing the number of data cache 

accesses. This is done by modifying the Load/Store Queue (LSQ) design to allow "caching" of 

previously accessed data values on both loads and stores after the corresponding memory access 

instruction has been committed. It is shown that a 32-entry modified LSQ design allows an average 

of 38.5% of the loads in the SpecINT95 benchmarks and 18.9% in the SpecFP95 benchmarks to get 

their data from the LSQ. The reduction in the number of L1 cache accesses results in up to a 40% 

reduction in the L1 data cache energy consumption and in an up to a 16% improvement in the 

energy-delay product while requiring almost no additional hardware or complex control logic. 

Combined Savings from Multiple Techniques  

We have proposed a number of techniques which are effective in reducing energy consumption in 

various parts of the CPU.   Many of these can be combined for greater total energy savings. 
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The way-determination technique for reducing the energy consumption for data cache does not 

affect the processor timing and it only implies changes to way the data cache is accessed controller. 

This implies that by applying the techniques to a design that contains an integrated I-cache way 

predictor and branch target buffer, the energy consumption savings enabled by the three designs are 

additive. For a 4-way cache system the savings are 51% for the data cache and 74% for the 

instruction cache. 

Furthermore,  combining this with the energy-efficient fetch predictor for the I-cache, an additional 

33% of the I-cache energy dissipation can be eliminated resulting in an 82% I-cache average 

energy savings.     Finally, for the D-cache it is also combinable with LSQ cacheing further 

reducing the energy consumption and resulting in approximately 70% D-cache energy savings. 

Assuming 12% energy consumption for both the I- and the D-caches, this leads to an 

approximately 18% total energy savings for the entire CPU.    

If one takes into account The architectural techniques create in this project do not address the main 

component of the total energy consumption in the CPU, the clock distribution logic which 

consumes approximately 35% of the total.   Caches consume 37% of the functional unit energy if 

clock is not taken into account.   The total energy savings in this case are nearly 28% of the CPU 

functional unit energy. 

Adapting Power Consumption Profile To Available System Power  
 
This part of the project dealt with system operation under a time-varying power budget.  The goal 

was t o adapt the application power requirements to available power dynamically.  This was 

accomplished using a power profiler, a compiler/simulator tool for estimating individual code 

function power / energy usage.    The run-time system included a power scheduler that, given 

available power input by the OS, scheduled a lower-power version of the code to execute.   The 

underlying hardware mechanism is voltage and frequency scaling which is accomplished under 

compiler control. 

Fig. 1 demonstrates the result of applying this technique using the software developed in this 

project to show conformance to available power.   It clearly shows our technique to be effective in 

conforming to available maximum power.   However, this technique had sometimes led to 

increased execution time.   In order to remedy this we developed a different scheduler which used 

check-point information to meet timing deadlines.   This work is described below.  
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Figure. 1   Available Power Profile and Application Power Consumption 
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Profile-based Dynamic Voltage Scheduling using Program Checkpoints 
Dynamic voltage scaling (DVS) is a known effective mechanism for reducing CPU energy 

consumption. While a lot of work has been done on inter-task scheduling algorithms to implement 

DVS under operating system control, new research challenges exist in intra-task DVS techniques 

under software and compiler control. Our research introduced a novel intra-task DVS technique 

under compiler control using program checkpoints. Checkpoints are generated at compile time and 

indicate places in the code where the processor speed and voltage should be re-calculated. 

Checkpoints also carry user-defined time constraints. Our technique handles multiple intra-task 

performance deadlines and modulates power consumption according to a run-time power budget. 

We experimented with two heuristics for adjusting the clock frequency and voltage. For the 

particular benchmarks studied, one heuristic yielded 63% more energy savings than the other. With 

the best of the heuristics we designed, our technique resulted in 82% energy savings over the 

execution of the program without employing DVS. 

 

Power PC Simulation Platforms:  
 
We have developped a new simulation package for Power PC  based on the simulation capabilities 

of the IBM MET PowerPC and SimpleScalar simulators. And made these tools available to the 

PAC/C community.  

 

METconsists of two parts: Aria – a workload trace generator and Turandot –an architectural 

simulator. Porting Turandot to Linux was relatively easy, since most 

part of it is architecture independent (except for the code loader) and compiles on Linux without 

significant changes. On the other hand, Aria is heavily dependent on the underlying OS (system 

calls for code loading, specific memory addresses for loading the code, native execution of the 

instrumented workload). Tthus the  approach we took  on porting Aria involves replacing the native 

code execution by functional simulation from SimpleScalar for PowerPC. This also enables code 

loading to  be done through SimpleScalar, and speeds up simulation time.  
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Design Of Power-Aware Architectural Description Language (ADL):  
 
EXPRESSION is an Architecture Description Language (ADL)  that can be used to rapidly 

generate a customized software toolkit (including a compiler, simulator, assembler and debugger).  

EXPRESSION tightly couples a programmer’s instruction-set (or behavioral) view of the 

microarchitecture together with a computer architect’s structural view (including details of the 

memory subsystem, pipelining, and timing information) into a succinct, formalized specification of 

the microarchitecture.  The current instantiation of a software toolkit generates a compiler and a 

performance simulator that allows exploration of the specified microarchitecture using architectural 

parameters (affecting the instruction pipeline, the data path, the memory subsystem, and the 

execution logic), as well as through varying instruction set attributes (e.g., the addition or 

modification of specific instructions). However, the entire toolkit was not “power-aware”.  For the 

COPPER project, we have identified and implemented specific extensions the EXPRESSION ADL 

that facilitate the generation of a power-aware simulator.  These can be classified into technology-

dependent attributes (e.g., Voltage and Frequency), as well as a classification of power models of 

various microarchitectural components. We then verified the completeness and functionality of this 

power-aware ADL by  using EXPRESSION descriptions as a front-end for generation of the 

Wattch architectural power simulator. 
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Results for PAC/C Benchmarks 
 
1. Frequency and Voltage Scaling through Program Checkpointing for UAV/SM 

Application 

• Time constraints for  frame input (4 ms) + frame processing (12 ms) 

• Energy decreases by 38% meeting both power and time constraints 

 

2. IPC modulation for UAV/SM Application 

• Power constrained to half of the original average power consumption (4.3345) 

• Perfectly stabilizes power, but code runs 3 times slower and consumes 30% more 

energy 

 
3. History-based L0 I-cache management for UAV/SM Application 

• 80%  I-cache energy reduction due to high hit rate in the L0 cache 
• 2% performance improvement due to quick instruction delivery by the L0 cache 
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Technology Transfer 
 
We have interacted with Intel, Motorola, IBM, and Tensilica in the course of this project.   There 
was in the beginning a very active technology transfer with the PowerPC processor group at IBM; 
indeed we proposed to DARPA a joint research effort to utilize our software technology in a 
context of an IBM product which unfortunately this did not continue because it was not funded.  
The following is the list of our interactions and the description of the project results of interest to a 
given company.    
 
1. Microcomputer Research Labs (MRL), Intel 

o POC: Dr. Utpal Banerjee (utpal.banerjee@intel.com) 
l Integration of Compiler Smarts into Intel Itanium platform 

 
2. Tensilica 

o POC: Dr. Albert Wang (wang@tensilica.com) 
l Integration of Architectural Smarts into eXtensa 

 
3. Motorola 

o POC: Pete Wilson (peter.wilson@motorola.com) 
l Integration of  Microarchitectural smarts, ADL into embedded PPC platform 

 
4. IBM 

o POC: Dr. Kemal Ebcioglu  
l Application of COPPER compiler technology for IBM PPC 
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